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Preface to the Series 

The RIKEN BNL Research Center (RBRC) was established in April 1997 
at Brookhaven National Laboratory. It is funded by the "Rikagalu 
Kenkyusho" (RIKEN, The Institute of Physical and Chemical Research) of 
Japan. The Center is dedicated to the study of strong interactions, including 
spin physics, lattice QCD, and RHIC ]physics through the nurturing of a new 
generation of young physicists. 

During the first year, the Center had only a Theory Group. In the second 
year, an Experimental Group was also established at the Center. At present, 
there are seven Fellows and seven Research Associates in these two groups. 
During the third year, we started a new Tenure Track Strong Interaction 
Theory RHIC Physics Fellow Program, with six positions in the first academic 
year, 1999-2000. This program had increased to include ten theorists and one 
experimentalist in academic year, 2001-2002. With recent graduations, the 
program presently has eight theorists aind two experimentalists. Beginning last 
year a new RIKEN Spin Program (RSP) category was implemented at RBRC, 
presently comprising four RSP Researchers and five RSP Research Associates. 
In addition, RBRC has four RBRC Young Researchers. 
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The Center also has an active workshop program on strong interaction 
physics with each workshop focused on a specific physics problem. Each 
workshop speaker is encouraged to select a few of the most important 
transparencies from his or her presentation, accompanied by a page of 
explanation. This material is collected at the end of the workshop by the 
organizer to form proceedings, which can therefore be available within a short 
time. To date there are forty-eight proceeding volumes available. 

The construction of a 0.6 teraflolps parallel processor, dedicated to lattice 
QCD, begun at the Center on February 19,1998, was completed on August 28, 
1998. A 10 teraflops QCDOC computer in under development and expected to 
be completed in JFY 2003. 

T. D. Lee 
November 22,2002 

*Work performed under the auspices of U.SD.0.E. Contract No. DE-AC02-98CH10886. 
- - __ - - - - 
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WORKSHOP INTRODUCTION 

Large-Scale Computations in Nurclear Physics Using the QCDOC 

The massively parallel computer QCDOC (QCD On a Chip) of the RlKEN BNL Research 
Center (RI3RC) will provide ten-teraflop peak performance for lattice gauge calculations. Lattice 
groups from both Columbia University and RBRC, along with assistance from IBM, jointly 
handled the design of the QCDOC. RIKEN has. provided $5 million in funding to complete the 
machine in 2003. Some fraction of this compiiter (perhaps as much as 10%) might be made 
available for large-scale computations in areas of theoretical nuclear physics other than lattice 
gauge theory. The purpose of this workshop was to investigate the feasibility and possibility of 
using a supercomputer such as the QCDOC for lattice, general nuclear theory, and other 
calculations. 

The lattice applications to nuclear physics that isan be investigated with the QCDOC are varied: 
for example, the light hadron spectrum, finite temperature QCD, and kaon (AI = ?4 and CP 
violation), and nucleon (the structure of the proton) matrix elements, to name a few. There are 
also other topics in theoretical nuclear physics that are currently limited by computer resources. 
Among these are ab initio calculations of nuclear structure for light nuclei (e.g. up to -A = 8 
nuclei), nuclear shell model calculations, nuclear hydrodynamics, heavy ion cascade and other 
transport calculations for RHIC, and nuclear astrophysics topics such as exploding supernovae. 

The workshop ran fiom early Thursday morning to Saturday noon, September 26-28. Both 
physics and technical questions were discussed. On the technical side, Robert Mawhinney gave 
an introduction to the QCDOC on the first day and, along with Peter Boyle, was available for 
questions and feedback. Michael Creutz demonstrated the current QCDSP programming 
environment. 

The physics topics were quite varied, ranging from simulations of stellar collapse by Douglas 
Swesty to detailed shell model calculations bly David Dean, Takaharu Otsuka, and Noritaka 
Shimizu. Going outside traditional nuclear physics, James Davenport discussed molecular 
dynamics simulations and Shailesh Chandrasekharan presented a class of algorithms for 
simulating a wide variety of femionic problems. Four speakers addressed various aspects of 
theory and computational modeling for relativistic heavy ion reactions at RHIC. Scott Pratt and 
Steffen Bass gave general overviews of how qualitatively different types of physical processes 
evolve temporally in heavy ion reactions. Denes Molnar concentrated on the application of 
hydrodynamics, and Alex Krasnitz on a classical Yang-Mills field theory for the initial phase. 
We were pleasantly surprised by the excellence of the talks and the substantial interest from all 
parties. The diversity of the audience forced the speakers to give their talks at an understandable 
level, which was highly appreciated. One particular bonus of the discussions could be the 
application of highly developed three-dimensional astrophysics hydrodynamics codes to heavy 
ion reactions. 
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It is too early to determine to what extent the QCDOC is a solution to problems other than lattice 
QCD; we all need some time to mull this over'. It appears that for much of the simulation of 
hydrodynamical flow and cascades, conventional computer clusters are likely adequate, but that 
classical Yang-Mills theory might be a natural match to lattice techniques. The models of stellar 
collapse use techniques quite similar to those of lattice gauge theory, require substantial amounts 
of computer time, and again might be a natural match to the QCDOC. The shell model 
calculations appear to be outgrowing computer clusters. These calculations may be a candidate 
for future trial running on upcoming prototypes of the QCDOC. 

Yasumichi Aoki 
Anthony J. Baltz 
Michael Creutz 
Miklos Gyulassy 
Shigemi Ohta 
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An Introduction to QCDOC 
Robert D. Mawhinney 
Columbia ‘University 

The QCDOC computer is being designed by a team composed of researchers from Columbia 
University, IBM, the RBRC and the UKQCDl collaboration. QCDOC stands for Quantum 
Chromodynamics On a Chip and the machine’s architecture will employ a single custom 
ASIC (Application Specific Integrated Circuit,) manufactured by IBM. This QCDOC ASIC 
will contain the processor (a 440 Power PC with a 64-bit floating point unit), 4 MBytes of 
embedded memory, a 100 Mbit ethernet connection and 24, 500 MHz, bit-serial communication 
links for internode communication. Each processing node of QCDOC will consist of an ASIC 
plus external DDR SDRAM. It is expected thait at least 128 MBytes of DDR will be available 
per node. 

The most distinguishing architectural feature of QCDOC is the low-latency of the 24 
internode communication links. These will be connected so that QCDOC is a six-dimensional 
hypercubic processor mesh, with simultaneous, bi-directional communication between nearest 
neighbors. The time interval between a user software call to start a data transfer and the 
arrival of the first data at a neighboring node is about 200 ns. This low latency allows efficient 
operation of QCDOC when many small data transfers are needed to keep the local floating 
point units running at high performance. Such a situation occurs when many thousands of 
processors are applied to a problem of a k e d  size, in an effort to produce a result in a timely 
manner. 

QCDOC also has special hardware features, called store and forward capability, to achieve 
fast global sums. These appear, for example, in taking the inner product of a vector over the 
entire machine. Having fast global sums is vital if thousands of nodes are being used on a 
problem. 

Arbitrary communication can be done on QCDOC, but the hardware network supports 
nearest neighbor and global operations most efficiently. Other communication patterns are 
supported by multiple hops in the nearest neighbor hardware network. Many scientific ap- 
plications involve extensive nearest neighbor communications and these should run well on 
QCDOC. Exploring such other applications is one of the goals of this workshop. 

The members of the QCDOC design team are: 

0 Columbia Norman Christ, Saul Cohen, Calin Cristian, Zhihua Dong, Changhoan Kim, 
Xiaodong Liao, Hueywen Lin, Guofeng Liu, Robert Mawhinney, Azusa Yamaguchi 

0 IBM Dong Chen, Alan Gara 

0 RBRC Shigemi Ohta (KEK), Tilo Wettig (Yale) 

0 UKQCD Peter Boyle, Balint Joo 

0 SciDAC (BNL/CU) Chulwoo Jung, Kostya Petrov 

0 BNL (SciDAC/DOE) Dave Stampf, Rob Bennett 

3 



QCDOC {Overview 

0 Uses IBM's System-On-a-Chip Technology 

0 Industry standard, it,  1 Gflop Power PC 
processor with L l  instruction and data caches. 

4 MBytes of embedded DRAM on chip 

e Up to 0.5 Gbytes of DDR SDRAM per node 

0 100 Mbit Ethernet connection to each node 

0 High-bandwidth, low-latency 6 dimensional nearest 
neighbor communications network. 

0 Low-electrical ower allows dense packin 

RBRC-09-26-02 1 
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CDSP 

0 Faster processor 

TI C31 

0.05 Gflops 

32 bit precision 

0.7 Watts 

0 Larger cache 

256 byte I-cache 

0 word D-cache 

0 Faster communications 

50 MHz serial 

c 

synchronous 

lobal sum, rnax 

Larger memory on chip 

cycle latency 

RBRC-09-26-02 2 
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0 Larger external memory 

2 Mbyte DRAM 

I00 Mbytes/sec 

I/O 
I to some nodes 

Multi-layer host to  node 

e Software tools 

C+ +/C/assembly 

Tartan and TI 

0 Debuggers 

le DSP only 

0 Operating System 

Hardwar 

Physical memory 

No protected modes 

.- - -  

RBRC-09-26-02 3 
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0 Cost/performance (sust.) 

lO/Mflops 

0 Columbia machine 

7 192 processors 

0.4 Teraflops peak 

0 RBRC machine 

processors 

0.6 Teraflops peak 

UKQCD machine 

CRAY T3E, processors 

0.2 Teraflops peak 

0 DOE Lattice QCD Topical 

Computing Center at BNL 

- - .  . - ___ 

RBRC-09-26-02 4 I 
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QCDOC Performa:nce and Scalability 

From gate-level simulation of 508 MHz ASIC 
-+ 1 Gflop peak (Peter Boyle, Lattice 2002) 

0 Performance for lattice Dirac operators: 
Operation 

Wilson De0 

Clover De, 

Staggered De0 

Local Vol. 

24 

24 

24 

44 

44 

22 x 

Perf/node (Mflops) 

470 
53 
560 

430 

0 Special hardware for global sums: 
lops for 4,000 nodes; 15ps for 32,000 nodes 

0 Estimate for conjugate gradient with Wilson 
Dirac operator on a 3f!3 x 64 lattice: 

4096 

8192 

16384 

32768 

M + M+linalg 

2620ps 

1310ps 

680 ,us 

340 ps 

Global Sum 

10 ps 

11.5ps 

13 ps 

15 ps 

ust, Tfiops 

2.15 

4.2 

8.1 

15.6 

0 m 50% performance for fixed size problem while 
nodes change by 8~ 

- - - - RBRC-09-26-02 5 



Potential CPU Needis for RHIC Modeling 
Scott. Pratt 

Department of Physics and Astronomy 
M ic h ig an State U n ive rsi ty 

prattsapia. msu .edu 

I. The hybrid nature of RHIC modeling 

RHIC modeling requires a hybrid approach for several reasons: 
1. The internal degrees for fi-eedorn switch from partonic to hadronic 

2. The change of phase may involve non-trivial changes in vacuum 

3. At the end of the collision, meain fi-ee paths become long, thus making 

4. During much of the collision, Boltzmann treatments are questionable 

5. During the first 0.5 W c  particles are off-shell by an amount greater 

nearly half way through the collision. 

energy which can make Boltzmann treatments problematic. 

even viscous hydrodynamic treatments irrelevant. 

due to the necessity of including three and four body reactions. 

than the temperature due to the uncertainty principle. 

As a crude illustration, consider the plot below which shows the regions of 
validity for several approaches. 

Phase Change ++ 
AA passing - 

*ih 

---3BreaC%u p 
I I I  I I  I I  ' ' b time (fm/c) d.01 I d.1 ' I l O  '1olo ' 1'00 

Given the variety of approaches it is difficult to accurately express CPU 
needs. This is especially true for approaches for the first one W c  which are 
still in flux. However, we can make faiirly reasonable estimates for 
hydrodynamic and Boltzmann approaches which cover the physics after the 
first 1.0 W c .  

9 I 
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11. Status of Boltzmann models 

Boltzmann approaches have provided the bulk of our detailed understanding 
of heavy ion collisions. Typically, these approaches involve simulating the 
collision with particles where one keeps track of the momenta and positions 
of the particles while invoking an oversampling the particles by a factor h. 
As the cross section is scaled inversely with h the simulations approach the 
Boltzmann limit of large h. 

It is only recently that these models have been checked to see whether the 
Boltzmann limit has indeed been achieved. (S. Cheng et al, PRC 034901, 
2002, see talk of D. Molnar later in this workshop). To illustrate these 
studies, we show a plot of the transverse energy per particle for a 1-d 
expanding system. The result for h =1 is shown in circles. The Boltzmann 
result should match the Navier-Stokes result, however due to the finite 
interaction range, o* '~ ,  an effective viscosity ensues at high density. 
Repeating this calculation with h -20 indeed reproduces the Navier-Stokes 
result. Other observables were also seinsitive to h. For instance, the elliptic 
flow varied by a factor of 2 as h was raised fi-om one to - 20 where the 
result converged. If these calculations had been run from earlier times, even 
larger values of h would have been needed for convergence. 

n 
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E 
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Ln 
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\ 
n c- 

-I 
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W 
-I 

W 

-I o GROMIT-T 
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1 

1 

I I I I I1111 I 

10-1 IO0 IO1 
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Since the calculations involve fairly large sampling factors, Boltzmann 
codes must be able to effectively sample small cross sections with a very 
large number of particles, - 100,000. In the last two years, several codes 
have been written with collision meshes so that this sampling can be 
performed efficiently. One such model, GROMIT, employs an expanding 
mesh so that it remains efficient over 2% large fraction of the collision. 
GROMIT is able to handle such a collision with a sampling rate of 20 in 
approximately one half hour on a PC. This is even faster than the h =1 codes 
like RQMD or URQMD which had required nearly a half hour to sample 
one event with no oversampling. Thus, GROMIT is effectively 20 times 
faster than these other approaches deslpite the additional challenge of 
oversampling. 

Boltzmann codes have been run with both partonic and hadronic degrees of 
freedom. GROMIT was written to accommodate any choice of particles, i.e. 
the modular framework is independent of the physics. To read more about 
GROMIT, visit http ://m .phy. duke. edu/rttc. 

Boltzmann analyses are able to providle sufficient statistics for both spectra 
and correlations with approximately 10,000 events per impact parameter. 
Thus, a powerful PC can provide sufficient statistics with a few days 
running. 

111. Hydrodynamic Calculations 

Hydrodynamics provides an especially insightful means to model RHIC 
physics since the inherent vocabulary is directly related to the most pertinent 
questions addressed at RHIC, the equiation of state and novel changes of 
phase. However, the mesoscopic nature of the collision volume demands 
that we one includes viscosity in the calculations. This only just beginning in 
the RHIC field. The Muller-Israel-Stewart equations are especially 
promising since they allow one to consider large asymrnetries in the stress- 
energy tensor, which may be of the order of two at RHIC. (A. Muronga, 
PRL 88 062302,2002) 

Our limited experience with these approaches suggests that a mesh of a few 
hundred cubed should be sufficient, which should add up to less than a GB. 
It is not expected that running such codes should require more than half a 
day of CPU on a PC. One of my motivations for attending this meeting is to 

I 11 



gain a better understanding of how our community can scavenge the 
astrophysics cornunity for hydrodynamic modules. 

IV. Modeling the first f d c  

The first one fm/c is especially challenging due to the highly un-thermalized 
nature and the inherently off-shellness' of any particles. Due to the high 
phase space density at the beginning, it seems reasonable to solve classical 
Yang-Mills equations. However, it rernains very open as to exactly how 
reasonable this approach is. Please see: the talk of Alex Krasnitz. 

Even if methods for the first fm/c never quantitatively attack the problem, 
one can still make progress by treating the conditions at 1 .O Em/c as an 
unknown and model the remaining physics with the aforementioned 
approaches. However, if these problerns can be better understood, even by 
qualitatively understanding the trends which affect the conditions at 1 .O 
M c ,  it would very greatly affect our ability to interpret RHIC experiment. 

V. Interpreting RHIC DATA 

Unfortunately, nearly all RHIC observables are sensitive to a variety of 
unknown parameters and choice of scenarios which govern RHIC models. 
Therefore, it should be strongly stressled that running transport codes with 
one parameter set will certainly be insufficient. It is only by systematically 
varying the inputs to the model with minimum human bias that one can 
make firm quantitative conclusions thle novel matter produced at RHIC. 

A systematic search-and-destroy mission that would find the both the best 
parameters and the best model assumptions would represent both a 
tremendous numerical challenge as well as a daunting intellectual challenge. 
As soon as the community produces models which come close to the main 
features of the data, we will have to confiront these issues. 

At that point, it may prove that machines like the QCDOC or large 
BEOWULF clusters are required to make significant progress. If one is 
modeling observables for 10,000 parameter sets, it is not clear whether it is 
more cost effective to run the parameter sets consecutively on a machine like 
the QCDOC which would exploit the local-in-space-time nature of transport 
theory and divide a single run over mimy processors. Instead, one might be 
able to model the collision 10,000 times in parallel. Currently, it is difficult -_ - 

I 1 2! 



to make definitive statements because several major puzzles have surfaced 
in the RHIC data, i.e. the HBT puzzle, the nearly hydrodynamic nature of 
elliptic flow and the strong jet quenching. In a few years, after the models 
have matured, it should be possible to determine an optimum strategy for 
confkonting these problems. 

13 
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Computational Radiation-Hydrodynamics for Core Collapse Supernova 
Simulations 

P. Douglas Swesty 
Dept. of Physic!; & Astronomy 

SUNY Stony Brook 

The explosion mechanism of core collapse supernovae remains elusive despite a nearly 
three decade long modeling effort. However, until recently we have lacked sufficient 
computational resources to carry out h l l  multidimensional radiation-hydrodynamic models 
of supernovae. However, the recent expansion in the capabilities of MPP architectures, 
combined with algorithmic advances in the solution of both sparse linear and sparse non- 
linear systems, has rendered hlly multidinmwional radiation-hydrodynamics tractable for 
the first time. 

Radiation-hydrodynamic models of supernovae rely on implementations of two major types 
of algorithms: explicit compressible fluid dynamics algorithms and implicit radiation 
transport algorithms. Both of these classes of algorithms are amenable to implementation 
on parallel architectures by means of spatial idomain decomposition. 

The implementation of explicit algorithms in a message-passing parallelism paradigm is 
straightforward. Under spatial domain decoinposition the problem is broken up into a set of 
subdomain tiles (for 2-D problems) or blocks (for 3-D problems) that cover the global 
spatial domain. Each of these subdomains is instantiated on a separate processor using a 
Cartesian process topology. With this decomposition the only two communication patterns 
required to implement the algorithm. Most communication involves the exchange of ghost- 
zone information between nearest neighbors in the process topology. This communication 
must take place at several points throughout the timestep. The calculation of the timestep 
requires a global reduction operation to find the minimum CFL time across all processes. 

The implicit radiation transport algorithms dominate the computational cost of supernova 
simulations. These models rely entirely on the use of IOylov subspace algorithms to solve 
the sparse linear systems or the use of Newton-IOylov algorithms to solve sparse non-linear 
systems. These algorithms require only three operations: matrix-vector multiplies (requires 
only nearest-neighbor communication), vector-additions (embarrassingly parallel), and 
vector inner inner products (requires a glob.al reduction operation). The implementation of 
each of these operations is straightforward on any parallel architecture. 

Because of the extensive use of ICrylov subspace algorithms, computational radiation 
hydrodynamics simulations have much in common with lattice QCD simulations. 
Furthermore, both of these problems contiiiue to require computing resources beyond the 
Tera scale in order to push the state of the field forward. Given the algorithmic 
commonalties between the two problems it seems likely that the QCDOC architecture could 
prove to be highly usable for any nuclear astrophysical simulations that rely on 
computational radiation-hydrodynamics. 

15 









.
 -

-
 

19 



II 
II 

_
_

 .
-
 

I 2:o 



Alexander Krasnitz 
CENTRA and FCT Uiiiversidade do Algawe 
Campus de Gambelas, P-8000 Faro, Portugal 

krasnitzilii);ualg.pt 

It was realized some time ago that, in a heavy nucleus in the infinite- 
momentum frame, gluons at  low Bjorken x form a high-density state, dubbed 
a color glass condensate, that admits a description in terms of an effective 
classical field theory [l]. This effective description has been a focus of much 
interest lately [2]. When applied to gluon fields in the central-rapidity region 
of a heavy-ion collision, this approach, combined with real-time numerical 
methods [3], yielded a nonperturbativfe determination of the transverse en- 
ergy density and of the momentum space gluon distribution [4].A study of 
the chiral charge produced in the central region has also been completed [SI, 
as well as an analysis of differential and integral elliptic flows [6]. 

In a boost-invariant approximation the numerical problem is that of a 
2+ 1-dimensional lattice gauge theory, whose solution involves familiar algo- 
rithms and techniques of lattice QCD. There are a number of dimensional 
parameters in the problem, forming a hierarchy of scales. As a result, a real- 
istic calculation within the model reqiuires computational resources beyond 
those of a single-processor machine. A massively parallel computation will 
be necessary in order to relax the assumption of the strict boost invariance, 
or to couple the classical fields to hard particles, or to study quark and hard 
gluon production in the classical background. As usually is the case in lattice 
gauge theory, the problem lends itself easily to parallelization. It therefore is 
ideally suited for QCDOC and is likelly to derive maximal benefit from the 
QCD-specific features of the machine. 

References 
111 L. McLerran, R. Venugopalan, Pl2ys. Rev. D49 (1994) 2233; ibid, 3352. 

[2] For a recent review, see L. McLerran, Nucl. Phys. A702 (2002) 49. 

[3] A. Krasnitz, R. Venugopalan, Nu.cl. Phys. B557 (1999) 237. 

[4] A. Krasnitz, R. Venugopalan, Plhys. Rev. Lett. 84 (2000) 4309, Phys. 
Rev. Lett. 86 (2001) 1717; A. Krasnitz, Y. Nara, R. Venugopalan, 
Phys.Rev.Lett.87 (2001) 192302, hep-ph/0209269. 

[5] D. Kharzeev, A. Krasnitz, R. Veiaugopalan, hep-ph/0109253, to appear 
in Phys. Lett. B. 

[6] A. Krasnitz, Y. Nara, R. Venugopalan, hep-ph/0204361. 



0 Formulation of the problem. 

a Physics SO far: multiplicity, elliptic flow, chiral charge. 

Numerics so far: algorithms, pror;>iem size, mmcrimarKs. 

0 Future physics: rapidity fluctuations, particle d.o.f., pair production. 

0 Future numerics: parallelization. 

I i - .-- -.-_ I- -1  
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Formulation of the problem 

High-x partons are considered recoilless sources of color charge. For a large, Lorentz-contracted 
nucleus this color charge distribution is Gaussian in the transverse plane. 

I 

I This color charge is static in the transverse plane. 

A nucleus is considered infinitely thin in the longitudinal direction. This assumption can be 
w-I-.,,A :mC - n m n - - - w .  s 

! 
I I CldACU I I I lCLC33dI y. 

A, is a dimensional parameter which determines the color charge density and satisfies a self- 

I consistency relation n 

YM equations for low-z fields in the random color-charge background: 

D,F,, = Jv) 

RBRC QCDOC workshop 
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Physics so far 
0.07 

AsRz83.7 su3 
0.05 su2 

-fit 
f 

n 

0.031 "a, 
0.02 

I 

I -0 0.2 0.4 0.6 0.8 1 

I 
I om3 

JI o - ~  
lom5 

1 oa 

n 

L 

- fit 1 

n ( k T )  = fn / (N:  - 1) 
The SU(3) gluon momentum distribution can be 
fitted by the following function, 

where f n ( k ~ / A g )  is 

a2 A: l o g ( 4 r k ~ / A ~ ) k F ~  
( kT /As  3) 

(2) 
with a1 = 0.0295, m = 0.067As, Teff = 0.93As, 

RBRC QCDOC workshop 



Numerics so far 

I... 
~~~~~~~ adopted a MILC-like strategy ~j. lattice is an array of sites. 

~~~~~~ The lattice site structure is 190 bytes for the SU(2) gauge group, 600 bytes for the 
lSU(3) gauge group. 

IA "reasonable" simulation a t  RHlC or LHC regimes requires a 1024x1024 lattice -+ = 200 
/ ~ b  for sii(2j, F4: 606 ivib for s q y .  

I 

-1 l /n\  ' 
' To do even slightly better would require parallelization! 

lop count: Proper-time evolution (leapfrog algorithm) requires x 500 Flop per step per site 
- 

(SU(2)). 

1024 x I024 x 600 steps x 508 configurations x 2 (measurements) FZJ 5 ~ 1 0 " ~  Flop 

For SU(3), an identical simulation would require m 2 x 10I5 Flop. 

RBRC QCDOC workshop 
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Classical Molecular Dynamics on QCDOC 

J. W. Davenporta, Y. Dengb, J. Glimma’b, E. Santos‘ 

aCenter for Data Intensive Computing, Brookhaven National Laboratory, Upton, NY 
11973, bDepartment of Applied Mathematics and Statistics, University at Stony Brook, 
Stony Brook, NY 11794, ‘Department of Computer Science, Virginia Tech, Blacksburg, 
VA 24061 

Molecular dynamics simulations [ 1,2] are ideal for massively parallel computing because 
the time spent on communication can be a small fraction of the time spent on 
computation. However, most molecular dynamics (MD) simulations have been 
performed on machines where this potential has not been realized because of slow 
communication and/or small number of processors. 

We explore here the use of a new machine designed for quantum chromodynamics 
(QCD) by a team of elementary particle physicists [3] mainly at Columbia University, 
The Riken BNL Research Center and IBM. This machine consists of approximately 
10,000 IBM PowerPC processors with extremely fast nearest neighbor communication 
and 4 megabytes of memory located on the same chip. For this reason it has been named 
QCDOC for quantum chromodynamics on a chip. It is expected to achieve of order 5 
teraflops (or 5 ~ 1 0 ’ ~  floating point operations per second) at a cost of roughly $500 per 
processor. 

For a class of MD simulations described below we find that calculations on lo6 atoms 
with simulation times up to 10 microseconds are feasible with 5 - 6 weeks of computing 
time. 

Such simulations are important in areas such as nanoscience and biology where the 
complexity of the atomic arrangements, the difficulty in performing experiments in non 
crystalline environments, and the need to understand crystal growth and other dynamic 
processes are crucial. 

References 

1. M. P. Allen and D. J. Tildesley, Computer Simulation of Liquids, Oxford, NY, 1987. 

2. D. Frenkel and B. Smit, Understanding Molecular Simulation, Academic, San Diego, 
1996. 

3. D. Chen, N. H. Christ, C. Cristian, Z. Dong, A. Gara, K. Garg, B. Joo, C. Kim, 
L. Levkova, X. Liao, R. D. Mawhinney, S .  O:hta, and T. Wettig, hep-lat/0011004. 
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Why QCDOC? 

10 teraflops 
I - - 10,000 processors 
I - - 1 gigaflops each 

I 0 fast communication 
I - 500 megabits/sec sirinu y to each 

~ 

I 

w w I I - 4 meaahvtpq -ab memOrv J On Chin I- 

neighbor in a 6d mesh 
- Low latency - 0.200 psec 
but. .nearest neighbor only 



E! 

Interatomic Potential 
I I - Embedded Atom 

Pair term 
- Lennard-Jones, Morse 

- Density dependent 
Embedding term 

Cut off after several neighbors 

Ewald techniques 
- Long range terms (e.g l / r )  

0 Force = grad (Potential) 



Newton’s 2nd Law 

F(t) = M a(t) 
1 0  x(t + d) = x(t) + v(t) d + Xi a(t) d2 
10 x(t - d) = x(t) - v(t) d + Xi a(t) d2 
; x(t + d) = 2 x(t) - x(t - d) + a(t) d2 
‘ 0  I Start 

- 

w 

I 

- - random positions 
- Velocities drawn from a Gaussian 
- 312 k,T = <P2/2M> 
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How to Parallelize? 

Domain decomposition 
- 100 particles on each of 10,000 processors 
- Easily fits on 4 MB 
- Computation @ each time step 

I 
- IO3 operations / particle 
- 105 OPS 

= 02 IOn3 SEE @ 500 megaflops 

- Communication 
3 x 100 particles x 64 bits / 500Mb / sec 

0 x 3 corner cells 

I 

i 



15 For d = 10- sec 
i 1O1O time steps 

- 800 hours = 5 weeks 
j. 10 p sec simulated time! 

-3 teraflops 

~ - 

Id 

Much longer than most current simulations 



Long Range Forces 

Long range treated as Fourier sum 
I - Small number of terms 
I - Need to communicate across all cells 

- Other dimensions 
- Fewer evaluations (Berne et al) 
Increased communication, decreased 
computation 
Comparable times 

w 
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Conclusion 
~ 

, ., . :: .j.. ... :. 

- -. 

I 
I 

! a  I Other applications should be investigated 
Maybe its not such a special 
machine after all! 
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Using the QCDSP 

Michael Creutz 
(outside the Columbia physics environment) 

Brookhaven Na1:ional Laboratory 

Resources 
Users Guide, Mawhinnley and Joo: 
h tt p ://p hys. co I u m b ia. ed u/ cqft/qccrls p/qcds p. ht m 

8 0 n hosts : /q cd s p/s f w/< os ve rs i 0 n >/em m p 1 e/ he I lo-wo rl d 
% under qshell: “qhelp” 

sysf u nc. h 
memorymap: 
htt p://t hy. p hy. b n I. g ov/ “c re u t z/qcds p/m e m o ry. ps 

Write a C/C++ program 
that’s the compiler we have (Tartan, from TI) 

a QCDOC will have full power-pc software environment 

8 “#if ONQCDSP” for special parts 
Q dummy system functions for workstation 

Compile on workstation qmemcpyo 

debug: your favorite tools 

compile with Tartan compiler 
a debug: compiler diagnostics 

Obtain machine 
e start qshell 
4 run program 

Move to qcd host machine 

debug: printfo, qshell tools 

rocessor ~ o ~ m u n i c a ~ i o n  
4d mesh, 8 wires per node, (AX, AY, ztz, z t ~ )  

1. System functions 
-- - - __  

1 39 



described in sysfunc.h 
I I .  Write to serial communication unit (SCU) registers 

0 SCU-BASE=Ox813000 

f o r  (i = 0 ;  i < 8; i++) { 
c Registers hold block size, stride, number of blocks 

* ( ( i n t  *) (SCUBASE + 0x50 + i)) = 

* ( ( i n t  *) (SCUBASE + 0x48 + i)) = 0; 
(I << 22)  I (si.zeof(rnessage) << 12) I I; 

1 

Address registers for locatilon of data 
start reception at *dest with: 

start sending from *source with 
* ( ( f l o a t * * )  (SCUBASE + w i r e ) )  = ( f l o a t * )  d e s t ;  

*((f loat**)  (SCUBASE + 0x8 + w i r e ) )  = ( f l o a t * )  source ; l  

Read communication status at (SCU-BASE + 0x40) 
8 bits map onto wires 
o do other things while communication proceeds 

QCDOC differences 
c standard commodity power-pc processor 
a more compiler choices: gnu, ibm 
c machine partitioning in OS: user requests size 

o two wires for each neighbor 
8 simultaneous sends and/or receives 
8 interupts handled differently 

6-d basic machine 

40 



/ /  test-printf.C 7/15/97 RDM 

/ /  
// 

Testing the print buffers on QCDSP f o r  qos.5 and the qcsh 

#include crnath.h> 
#include estdio.h> 
#include <stdlib.h> 
#include <sysfunc.h> 

main ( ) 

int i, j ;  
float x, y; 
char sC501 ; 

c 

printf ("\nHello world\n") ; 
printf(llM0therboard and daughterboard numbers for this node: %d %d\n1I 

I MbNurnO I DbNum() ) ; 
printf (IlUnique ID f o r  this node: %d\n" , UniqueID ( )  ) ; 
printf (I1Physics coordinates for this node: %d, %d, %d, %d\nI1, 
CoorT ( )  , CoorX ( )  , CoorY ( )  , CoorZ ( )  ) ; 

for ( i = 0 ;  i 10; i++ ) 
printf ("The square of %d is %d\nI1, i, i * i ) ; 

sprintf ( s, "End of hello world from node %d\nt1, UniqueID() ) ; 

y = 0; 

for ( i = 0; i j ;  i++ ) { 

x = i * i + 3.764 * i - (7.81 * i / 3.45; 

y += sin(x) ; 
1 

// StringExit ( UniqueID 0 , s ) ; 

InterruptExit ( UniqueIDO , s ; 

exit ( UniqueID 0 1 ; 
I 
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Cluster Algorithms for Strongly Coupled 
Lattice Gauge Theory 

Shailesh Chandrasekharan 
Duke Uiniversity 

Matter is made up of fermions at various scales starting from quarks and 
leptopns, all the way to nuclear, atomic and molecular physics. Phenom- 
ena like high T, superconductivity and superfluidity in ‘ H e  arise due to the 
fermionic nature of the underlying degrees of freedom. Some of the theo- 
ries that describe these systems, like CJCD, the Hubbard model, many-body 
quantum mechanics involving the coulomb potential remain unsolved due to 
lack of computational method for fermions. 

The current state of Fermion algorithms is quite primitive. It begins 
by integrating the fermions out and works using non-local bosonic degrees 
of freedom. Recently, a new alternative has emerged in a limited class of 
models [l]. In this method one works directly with fermionic degrees of 
freedom. Since fermions obey the Pauli principle this leads to two problems. 
Firstly, one is forced to work with constraints since two identical fermions 
cannot be found at the same position. Secondly, one has to  grapple with sign 
problems since a permutation of fermions leads to a negative sign. However, 
when one can solve these problems, the new methods that become available 
are far superior to conventional algorithms. 

There are many examples where t:he new approach has been successful. 
Here we propose that lattice gauge theories in the strong coupling limit pro- 
vide a unique opportunity for us to  learn about this new approach to fermion 
dynamics in QCD. We show that one can constuct a very efficient algorithm 
in the chiral limit and compute quantities with unprecidented accuracy. 

[l ] See for example cond-mat/0201360 for a recent review of the method. 



Performance of the Hybrid Monte Carlo in QCD 

0 Lattice 2001 result: Resources necessary in (Teraflops Years). 

Physical MT/Mp - 0.18. 

The cun-eiit nlgoriths breakdown close to the chiral limit. 

0 Current estimates are that we will need around 10-100Tlop years to do the first 
round of calculations at “light enough” quark masses! 

“Algorithmic breakthrough essential for  dynnnzical ferinioizs ”. 
Liischer, Lattice 200 1. 
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Cluster Approach to Path Integrals 

0 Rewrite the partition function using “cluster” variables: 

2 = E W[4] = E W’[C] 

is a local field, 
W[4] contains non-local interactions 

c 4s a nnn-local cl11st.er va.ria-hle, 

W‘[C] contains local interactions 

0 Cluster Variables represent correlated points and are very useful 
they help in non-local updates 
observables are related to properties of clusters 
often one can work directly at T = T, and/or m = 0 etc.. 
can sometimes solve “sign problems” 

0 Usefulness of cluster variables have been demonstrated in many models: 
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Strong Coupling QCD 

0 Must consider SU(3) gauge group instead of U(3) .  

0 Baryonic Loops are allowed and can have negative signs. 

0 Sign problem can be solved using cluster techniques 
Reference: E Karsch, K. Mutter I’.~cl. Phys. B313 (1989) 541. 

Reference: S.C, U.-J. Wiese, Phys. Rev. Lett. 83 (1999) 3116. 



Solving nonlinear dynamical equations 
with QC orsepower 

Dknes Molniir 

Ohio State University, Columbus, OH 43210 

The interpretation of experimental da ta  from relativistic 
heavy-ion collider experiments requires a Lorentz-covariant 
dynamical model. Even the  simplest such models lead 
to  nonlinear equations, whiich are rather challenging to  
solve. The numerical diffic:ulty increases rapidly as one 
proceeds from the  simplest equilibrium theory, Eulerian 
hydrodynamics, toward genera I noneq uili briu m elastic and 
inelastic classical transport theory. I discuss the  feasibility 
of solving these theories on t h e  QCDOC computer for initial 
conditions expected in Au+Au a t  & N 100 - 200A GeV a t  
RHlC based on recent elliptic flow and pion interferometry 
data.  

References: - PRC 62, 054907 ('00) [nucl-th/0005051] 

- PRC 65, 024901 ('02) [nucI-th/O107001] 
- nucl-th/0204062 

- NPA 697, 495 ('02) [n~~ l - th /0104073]  

See complete talk on WVVW at 
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-Lesson One: avoid black boxes 

Must separate the model (physics) and the algorithm (code): (Pang) 

mathematical 

rie to  solve the equation - - - 

Test: model against + meaningful physics conclusions 

- I algorithm against +- ensures correct numerics 

1st RBRC meeting, 1997: Open Standard Codes And Routines (OSCAR) 
11 9 9  postulated the m D 

- accessibility of code and documentation 
- conservation laws 
- common output format 

compliant codes available from OSCAR site a t  

htt 

D6nes Moln5r. QCDOC WorkshoD, 



Cova r ia n t classica I t ra nspor t  theory I 
Pang, Zhang, Gyulassy, B.M., Vance, Csizmadia, Pratt, Cheng , ... 

Simplest nonequilibrium dynamics -+ next step beyond hydrodynamics. 

Physics: energy-momentum and charge conservation 

finite rates & MFP --t thermal/chemical equil. not assumed 

natural decoupling, MFP(t -+ 00) -+ 00 
on-shell physics clear e E ?  Geiger, Muellet-, Shrivastava, Bass 

v1 
c-r 

I 

.- - I 0 ve effects, particle correlations, phase transitions 

0 transition probabilities and initial conditions 

Equation: Lorentz-covariant Boltzmann eqn. for 1-particle distr., f(x, j!7) 

==+ partial integro-differential eqn. for - 6+1D phase space evolution 

Ddnes Mslnir. QCDOC Workshora. Sep '02 



Resource requirements for 2 + 21 

Largely depend on initial con'ditions, transport parameters (opacity), and 
algorithmic optimizations. 

0 Au+Au RHIC initial conditions, one MPC event w/ 2 -+ 2, 1-GHz CPU: 

fm x z 3, ,4! = 5500 (>- 40) N 2 hours 

- -  b = 8 f m  x =  20, ,4! = 450 (>E 250) - 6 hours 
g b = 4 f m  /L X E 4 0 ;  !=I  (>N \ 300) 1 N 22 hours 

b = O f m  x E 48, (>- 500) N 1 day 

N 120 - 150 M B  
N 150 - 200 M B  - 200 - 259 P"iB 
N 300 - 400 M B  

rn 

: E  ie -+ numerical artifacts 

[Ntest N a few hundred thousand] 

0 Scaling with subdivision: PU - - .P/2 + - a 
memory - between + - 4-1 

+- single-CPU machines are not sufficient, might be barely 

D6nes Moln6r. QCDBC Workshos. Ser, '02 



Resource estimate for 3 ++ 2 (RHIC)I 

3 -+ 2 is more challenging than 2 -+ X: 

- extra loop when processing 3 -+ 2 (in 2nd step) - 

- typically large 3-body range + larger cells, 

V I -  w 
scaling toward Lorentz covariance 

- 

- larger subdivisions N lo4 - lo5  + need 1 

C : N 2 - 4 orders of magnitude more demanding than 2 -+ 2 

=+- requires orsepower 

D h e s  Molna'r. QCDOC WorkshoDo Ser, '02 



classical transport theory: 

- well-defined covariant nonequilibrium dynamical theory 

I u2 - addresses relevant questions for RHIC: 

_ -  
0 Molnar’s Particle Cascade (M PC): 

e RHIC simulations on a single PC: 

elastic 2 -+ 2 and moderate x N 20 opacities 

t for central Au+Au, where recent data suggest 

0 Further progress requires teraflops of parallel computers -+ QCDOC 

- urgent for realistic parton equilibration studies H wishful arguments 

- needed anyway for re --+ Vlasov, Yang-Mills + Boltzmann, etc. 

D6nes Molna’r. QCDOC W O ~ S ~ O D .  SeD ‘02 
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David J. Dean 
Physics Division 

Oak Ridge National Laboratory 
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1 

e 

Understand emergent 
phenomena in many-body 
systems starting from the 
nucleon-nucleon interaction 
How about Vnnn 

0 Connection to QCD? 
Predict limits of existence 
Understand nuclear effects 
in e.g. CKR/I matrix 

0 Describe nuclear effects in 
astrophysical scenarios: 

nucleosynthesis 
neutrino processes in stars 
neutron matter 

0 Calculate density of states 
(for nuclear reactions) 

9/27/2002 
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Two established methods: 
GFMC: Monte Carlo sampling in r,p,spin,isospin space 
AFMC: Monte Carlo sampling in Slater Determinant space 

Solution of coupled non-linear equations 
One new method: Coupled-Cluster theory 

ch 
0 '  

9/27/2002 



Peter Boyle 

University of Edinburgh, Edinburgh, UK imd Columbia University, New York, USA 
e-mail: pab@ph.ys. columbia.edu 

0.1 Discussion Sessioin Summary 
Some slides were presented as a stimulus for discussion. The first two slides 
were intended to summarise the broad classes of problem that would suit the 
characteristics of QCDOC. 

Several ”anecdotal” slides of optimisation for QCDOC were presented, 
based on experiences tuning QCD code in the VHDL simulation of QCDOC. 
The dominant factors that should be considered are cache reuse and the 
memory access pattern. 

Some code examples were presented of the O/S communications ”.SCU” 
calls, which enable internode communication and global summation from 
high level languages. 

Several questions were asked. 

0 It was confirmed the QCDOC can carry out communication on multiple 
wires simultaneously, and concurrently with computation. 

0 It was queried why the DAXE’Y vector operation only obtains 190 
Mflops. The reason for this is that there are two loads and one store for 
every ”fmadd” instruction. This means that 33% usage of the FPU is 
the upper limit achievable on this instruction mix, and the subroutine 
is load/store bound. On top of this it was found to be beneficial to 
prefetch data into cache, and one prefetch must be issued for every four 
loads, and ”eats” 2 cache access cycles. This leaves 2/8 load store slots 
”wasted”, and hence the 19OMflops was obtained from a ma.x.imum for 
this instruction mix of 250Mflops, and relatively little effort has been 
spent on this kernel. 

0 A technical question on the memory protection hardware was asked. 
Using a simple run kernel will allow both memory protection against 
”bad” pointers, and simple DMA from user arrays. The 64 entry TLB 
(memory translation hardware) in the 440 CPU is sufficiently full fea- 
tured that the entire memory space can be mapped without taking 
TLB misses. 

0 The speaker was asked to compare clusters using a mesh of ethernet 
links to QCDOC. It was his opinion that they are architecturally very 
similar and will be pretty reasonable propositions for systems of a few 



hundred nodes. However, the combination of lower hardware and soft- 
ware communication latency, better bus bandwidth to the communi- 
cations hardware, the lower power consumption and hardware global 
sum support allows QCDOC to be a practical proposition with 20-100 
times more nodes. 

I 



, Pa ra I I el isa t io n Schemes 

0 GeometricaU decomposltian in some coordinate system 

- i 
0 Both fairly UscaU and Uoad baOaiuced in that coordinate system 
+ Ideally, mesh should be continuously deformable into a N-dim grid 

0 Coordinate space physics involves local operators - ap, V2 
8 

- 7  I-, Unit Cell associated with one site 

Communication required for local 
(nearest neighbour) operation 

Periodily mappa3 communication 

I 0 Other schemes possible but comms may not map trivially to  the hardware 
I 
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Possible application areas 

Fluid Dynamics, Solid State, MHD/Plasma, Field theory 

FFT's & Long range forces (Galaxy dynamics, MD) open issues* 

Mesh depends on boundary conditiions and source =terms 
Arbitrary tesselation of the  iatest SU-V may not map weii 

Iterative sparse  matrix solvers require 
Fast coordinate space matrix multiply + Gsum 

Other algorithms certainly possible - need either 
i) Locality 
Qr 
ii) Good compute to communicate ratio 

"Lesson: dont ignore gauge field dynamics! 



QCDOC On-Chip memory system 

$ME3 On-chi[o Edram: 16GB/s raw bandwidth 
! .. 

l i  
1 

I '  

I 

I 

I ,  

E ". ! '  

' I  
' I  

Custom multi-ported prefetching Edram controller, IBM Yorktown 
Two read streams on each port 
Writes merged in 128byte buffers 
raw 8GB/s CPU Read + 8GB/s Write 
rat.vl 2.6GB/s PLR, Fiead + 2.6GB/s \"iJrk + B??],n\ 

PLB Slave Prefetch Registers 

Read Addtess/ConIral bus 

Write Address/Control bus 

1 
I 

Arbiter 

DMA Write Buffers 
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Optimisation Anecdotes 
32 FP reg 000 pipelined super-scalar risc: 1 FMADD + 1 L/S 
Flop scheduling pretty easy (FP Latency 5). 
L /S slots t ight on many kernels 
Cache allows 3 outstanding fetches of 32 byte ines 
Queue dcbt every 6 cycles while keeping FPU fed without stalling 
Each dCbt eats 3 cache access cyc!es 
Very high fractions of peak achievabk on many kernels 

0 Use the Edram 
Do cache prefetch: xlc built-in dcbt(void *) 

0 Don't use dcbz - rely on store gathering 

0 Tune memory access order for Oinear read access 

Characteristics similar to  Alpha's running from L2 cache 

- 
0 1 UlUE? iiTl(E?iTICIrY !ayOUt:. 

128byte alignment for PEC + padding inner indices 

Scatter not Gather (also Pentium4, Athlon, Power3/4, T3d/e) 



Performance characteristics a t  small loca 

I 

~ .. 

i 
: j  
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I .  
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I 

: I  

i 

i 

I 

I 

volumes are critical t o  scaling. 

We show estimated performance per node as a function 

Sparse matrix application takes as little as 20 ps, with 
cations in this time. 

of local volume. 

eight communi- 

Contours of constant aggregate performance on a 323 x 64 lattice are super- 
i m posed. 



double U [Npsite] [Ncolor] [Ncolor] [Ncmplx] ; 
double Chi [Npsite] [Naspin] [Ncolor] [Ncmplx] ; 
double Phi [Npsite] [Naspin] [Ncolor] [Ncmplx] ; 
int idx [Npsite] ; 

Phicsitel = U[idx[site]] * Chi[idx[site]] 

o[otimize a s  
#define Npad 1 

double U [Npsite] [Ncolor] [Ncolor] [Ncmplx] ; 
double Chi [Npsite] [N2spin] [Ncolor+Npad] [Ncmplx] PEC-ALIGN; 
double Phi [Npsite] [N2spin] [Ncolor+Npad] [Ncmplx] PEC-ALIGN; 
int idxprime [Npsite] ; 

Phi[idxprime[site]] = UCsite] * Chicsite] 
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4 
0 i 

I 
 odes 
4096 
8192 
16536 
32768 

I 

MtM+IinaIg 
2 6 2 0 ~ ~  
1 3 1 0 ~ ~  
680 ps 
340 p~ 

Sca la bi I i t y  

Global Sum 
10 ps 
1 1 . 5 ~ ~  
13 p~ 
15 p~ 

Global sum 
4k nodes: lops 
16k nodes: 13ps 
32k nodes: 15ps 

- Sustm u fbps 
2.15 
4.2 
8.1 
15.6 

Estimate for VNUsm CG on 323 x 64 Lattice 

Both Clover and DWF more scalable! 



Nearest Neighbour code example 
SCUDirArgIR DirArg-send-f C41; 
SCUDirArgIR DirArg-recv-f C41; 
SCUDirArgIR *DA-f -p C8l ; 
SCUDirArgMulti wfm-multi-f; 

static const SCUDir plus,dirs[l = < SCU-XP, SCU-YP, SCU-ZP, SCU-TP 3 ; 
static const SCUDir minus,dirs[] = { SCU-XM, SCU-YM, SCU-ZM, SCU-TM 3 ; 

/*Forwards xfer send buffer*/ 
~ir~rg-send-f [muj . Ini-i; ((void * jwp->send,I” [mu] , pIus,dirs [mu] , XU-SENU, 

... 
I---- 

(HALF-SPINOR-SIZE*sizeof (Float) , wp->nbound [mu] a 

((PAD-HALF-SPINOR-SIZE-HALF-SPINOR-SIZE )*sizeof(Float)) 
1; 

wfm-multi-f . Init (DA,f-p,8) ; 
... 
void wfm-comm-f orward-start () 
< 
wfm-multi-f .StartTrans() ; 

3 
void wfm-comm-forward-complete() 

wfm,multi,f.TransComplete(); 
3 



Global sum code examples 
#include <gsum64.h> 

~ i double Spacesum, SpaceTimeSum, SixDSum; 
double MyVal ; 

/*3d*/ 
‘ I  
I 

3 SCUAxis reduce-xyz [I = < SCU-X,SCU-Y,SCU-Z ); 
Gsum64 Gsum-xyz (reduce-xyz ,3); 
SpaceSum = Gsum-xyz.Sum(MyVa1); 

$ 1  

/*4d*/ 
SCUAxis reduce,xyzt[] = { SCU,X,SCU,Z,SCU,Y,SCU,T 3;  
Gsum64 Gsum-xyzt (reduce-xyzt ,4) ; 
SpaceTimeSum = Gsum-xyzt.Sum(MyVa1); 

~ 

~ 

/*6d*:/ 
Gsum64 Gsum-xyztsw; 
SixDSum = Gsum-xyztsw. Sum(MyVa1) ; 



Large-Scale Shell-Model Calculations 
and Alphleet Project 
Noritaka Shimizu RIKEN 

! 
I 8 Takaharu Otsuka Univ. of Tokyo/RIKEN 

~ Takahiro Mimsaki Senshu Univ. Susumu Shimoura CNS 
Michio Honma Aim Univ. Yasushi Watanabe RIKEN 
Yutaka Utsuno JAERI Eiji Ikezawa RIKEN 

Shigeo Numata RIKEN 

Syuuji Kase RIKEN 
Masatake Henmi RIKEN 



Alphleet-2 since 200 

Compaq ES-45(4cpu) x 13 
Myrinet network 
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1 015 

X .- 

1 oo 

- 1  I I I I I I 

Shell Model dimension 
L __ -- - - .1 

' 9 ,  
Ne 20 

Ba 150 

. 34,. 

Monte Carlo Shell Model 

2000 
year 

Birth of Shell Model 
(Mayer & Jensen) 

Floating point operations per second lo'oli I I I ' ' I ' 

I 

1960 1980 2000 
year 

5 
Lines of both figures indicate a growth of 10 /30 yeas 
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28. 
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8 
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is 

8 stable nuclei ( z> 5 x 10 yrs) 
E 

...... 

CSM 
calci dations 

2 8 20 28 50 82 126 
Neutron Number (N) 



Summary 

MCSM (Monte Carlo Shell Model) 
20-50 bases with projection onto J and M. 
against the dime:nsion of the original Hilbert. 
space: 104 - 109 1014 

24Mg 32Mg rare earth 
5'6Ni 

diagonalization of Hamiltonian * 
levels, wave functions, 
transition matrix elements 

MCSM 1 Importance truncation scheme 
to the full calculation 

o many valence orbits 
- 
more than one major shell 

o many valence particles 

so far up tlo 26 

0 natural relatiion to mean field theories 
(HF, GCM, HFB, etc.) 
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High-Performance Computing in Modeling 
of Ultra-Relativistic Heavy-Ion Collisions 

Steffen A. Bass 

Duke University & 
RIKEN BNL Research Center 



QGP and hadronic phase 
hydrodynamic expansion and freeze-out initial state 
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I String/Hadron Transport Models 

elementary degrees of freedom: hadrons, const. (di)quarks 
classical trajectories in phase-space (relativistic kinematics) 
initial high energy phase of the reaction is modeled via the excitation 
and fragmentation of strings 

meson species, among those 25 N*, A* resonances 
peron resonance species 

full baryon-antibaryon and isospin symmetry 
ean for the de es-iption of excited hadronic mauLer 

sections, angular distributions 

s, formation time 



Computational Requirements in 
String/Hadron Models 

- -  - Memory: 
I 

1 >Depends on collision system and beam energy 
I 1 >Depends on particle information stored (beyond 6N+l  phase-space) 
I PRHIC: less than 50 MB 

~ 

PRHIC: 0.5 - 1.0 MB er event (final output, compressed ASCII) 
Scalability: 
>trivial parallelization - can utilize broad range of cpu's 
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Basic Principles of the PCM 
degrees of freedom: qu i? 

classical trajectories in phase space (with relativistic kinematics) 
initial state constructed from experimentally measured nucleon 

structure functions and elastic form factors 
- 

I 

'0 system evolves through a sequence of binary (232) elastic and 
'inelastic scatterings of partons and initial and final state radiations within 
a leading-logarithmic approximation (2+N) 

binary cross sections are calculated in leading order pQCD with either 
a momentum cut-off or Debye screening to regularize I R  behaviour 

guiding scales: initi 13)- cut-off po 
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Nuclear Fluid Dynamics 

transport of macroscopic degrees of freedom 
0 based on conservation laws JJ=a -. 

I 1 
Equation of State needed to close system of PDE’s: p=p[Tfpi) 

@ as cal thermal eqluili 
itions (Le. ther 

, 
I 

- simple case: scaling hydrodynamics 
- assume longitudinal boost-invariance 
- cylindrically symmetric transverse expansion 
- no pressure between rapidity skes 
- conserved charge in each skce 

L ! L!Z = 2Arl 
uting in Hea 



NFD Computational Requirements 

~ CPU: 
' >integrator dominates CPU needs (Le. time step width) 
' &modest needs: 2-4 hours at  RHIC 

sed ASCII) 

Sfeflej7 A. Bass 



I 

Summary of Computational 
Req u i re men ts 

PCM CYM & LGT 

string/hadron 

pa ralleliza tion necessary = paraIIeIization trivial = parallelizatian difficult 
e 
NFD 

c 

memory 

.most microscopic 
approaches already 
benefit from trivial 

heterogeneous clusters 
h-w- l l - l : - -&. : - -  = pal ~ I I ~ : I I L ~ L I V I  I, i.e. 



Status & Future Directions ... 
Currently, Linux based cpu-farms provide a flexible and 
cost-effective computing environment for most transport 

, applications 
I 

I 
I 

I 

\o 1 
0 

I 

I 

Future transport approaches will treat field degrees of 
l freedom and microscopic particles simultaneously with 
' equal sophistication and will require algorithms combining 

lattice/grid technology with microscopic features (collision 
finders, Monte-Carlo integration) 

pa e- 
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Large-Scale Computations in Nuclear Physics using the QCDOC 

A RIKEN BJSL Research Center Workshop 
PLysics Department, Bldg. 510, Room 2-160 

SepteAir 26-28,2002 

Organizers: Yasumichi Aoki, Anthony Baltz, Michael Creutz, Miklos Gyulassy, and Shigemi Ohta 

AGENDA 

THURSDAY, SHTEMBER 26,2002 

900 Registration & Coffee 

Mornin8 Session Chair - Anthony Baltz,  BNL and RBRC 

930 Thomas Kirk, BNL ............................................................................................... Welcome 

940 Robert Mawhinney , Columbia Univ ................................................. An Introduction to gcDoc 

lo:# Scott Pratt, Michigan State Univ ......................................................... Potential CPUNdsforMUCModeling 

1130 Douglas Swesty , S U N Y  SB ........................................................................ Multi-DHy&odpamim and 
Radiation Transport in Core Collapse 
Supernova Simulations 

1220 Lunch 

Afternoon Session Chair - Michael Creutz, BNL 

130 Alexander Krasnitz, Alganre Univ ...................................................... ClassicalNumerical Gluodynamics of 
Nuclear Collisions 

220 James Davenport, BNL ........................ .................................................... C l a s s i c ~ M o l e c u l ~ ~ n a m i m  on QCDOC 

3:lO Coffee 

330 Robert Mawhinney , Columbia Univ .............................................. ...Introduction to WmIl Discussion & 
Fe&ack 

__ - - __ _ _ _  _ _  
600 Workshop Dinner 
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FRIDAY, SEPTEMBER 27,2002 

Morning Session Chair - Chdwoo Juns, BNL 

930 Michael Creutz, BNL .................................................................................. ".. Erprience Using the @DSPfor Other 
than Lattice Applications 

1020 Shailesh Chandrasekharan, Duke Univ ........................................ Cluster Alsorithmsfor S t r o ~ l y  Coupled 
Lattice Gauge Theories 

11:lO Denes Molnar, Ohio State Univ .............................................................. SolvngNonlinearDynamicdE9uations 
with QCDOC Horsepower 

1200 Lunch I 

Afternoon Session Chair - Kostas Orginos, RBRC I 

130 Tour of QCDSP 

2:OO David Dean, ORNL ............................................................................. ".............. The ComputationdMan y-Body Problem 

230 Thomas Schaefer, SUNY SB and RBRC ......................................... Short Contribution I 

i 
Additional Slort Contributions 

320 Coffee 

330 Peter Boyle, Univ Edinburgh & Columbia LJniv .................. Discussion &Fe&ck 

SATURDAY, SEPTEMBER 28,2002 

Session Chair Shigemi Ohta, KEK and RBRC 

830 Continental Breakfast 

930 Takaharu Otsuka, Univ of Tokgo 
and Noritaka Shimizu, RIKEN, Japan ............................................... Large-Scde ShellModcl calculationsfor 

Atomic Nuclei andMpleet Project 

1040 Steffen Bass, Duke Univ & RBRC ..................................................... Heavy Ion fiansport I 

11:15 Yasumichi Aoki, RBRC ................................................................................ Discussion & F d a c k  

1200 Adjourn 
. . 
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Additional RIKEN BNL Research Center Proceedings: 

Volume 45 - Summer Program: Current and Future Directions at RHIC - BNL- 
Volume 44 - RHIC Spin Collaboration Meetings VIII, E, X, XI - BNL- 
Volume 43 - RIKEN Winter School - Quark-Gluon Structure of the Nucleon and QCD - BNL-52672 
Volume 42 - Baryon Dynamics at RHIC - BNL-52669 
Volume 41 - Hadron Structure from Lattice QCD - BNL-52672 
Volume 40 - Theory Studies for RHIC-Spin - BNL-52662 
Volume 39 - RHIC Spin Collaboration Meeting VII - BNL-52659 
Volume 38 - RJ3RC Scientific Review Committee Meeting - BNL-52649 
Volume 37 - RHIC Spin Collaboration Meeting VI (Part 2) - BNL-52660 
Volume 36 - RHIC Spin Collaboration Meeting VI - BNL-52642 
Volume 35 - RIKEN Winter School - Quarks, Hadrons and Nuclei - QCD Hard Processes and the 

Volume 34 - High Energy QCD: Beyond the I'omeron - BNL-52641 
Volume 33 - Spin Physics at RHIC in Year-1 imd Beyond - BNL-52635 
Volume 32 - RHIC Spin Physics V - BNL-52628 
Volume 31 - RHIC Spin Physics 111 & IV Polarized Partons at High QA2 Region - BNL-52617 
Volume 30 - RBRC Scientific Review Committee Meeting - BNL-52603 
Volume 29 - Future Transversity Measurements - BNL-52612 
Volume 28 - Equilibrium & Non-Equilibrium Aspects of Hot, Dense QCD - BNL-52613 
Volume 27 - Predictions and Uncertainties for RHIC Spin Physics & Event Generator for RHIC 

Volume 26 - Circum-Pan-Pacific RIKEN Symposium on High Energy Spin Physics - BNL-52588 
Volume 25 - RHIC Spin - BNL-52581 
Volume 24 - Physics Society of Japan Biannual Meeting Symposium on QCD Physics at RIKEN 

Volume 23 - Coulomb and Pion-Asymmetry Polarimetry and Hadronic Spin Dependence at RHIC 

Volume 22 - OSCAR II: Predictions for RHIC - BNL-52591 
Volume 21 - RBRC Scientific Review Committee Meeting - BNL-52568 
Volume 20 - Gauge-Invariant Variables in Gauge Theories - BNL-52590 
Volume 19 - Numerical Algorithms at Non-Zero Chemical Potential - BNL-52573 
Volume 18 - Event Generator for RHIC Spin Physics - BNL-5257 1 
Volume 17 - Hard Parton Physics in High-Energy Nuclear Collisions - BNL-52574 
Volume 16 - RIKEN Winter School - Structurc: of Hadrons - Introduction to QCD Hard Processes - 

Volume 15 - QCD Phase Transitions - BNL-5 256 1 

Nucleon Spin - BNL-52643 

Spin Physics I11 - Towards Precision Spin Physics at RHIC - BNL-52596 

BNL Research Center - BNL-52.578 

Energies - BNL-52589 

BNL-52569 

- - - - - _ _  
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Additional RIKEN BNL Research Ceriter Proceedings: 

Volume 14 - Quanhn Fields In and Out of Equilibrium - BNL-52560 
Volume 13 - Physics of the 1 Teraflop FUKEN-BNL-Columbia QCD Project First Anniversary 

Volume 12 - Quarkonium Production in Relativistic Nuclear Collisions - BNL-52559 
Volume 1 1 - Event Generator for RHIC Spin llhysics - BNL-66116 
Volume 10 - Physics of Polarimetry at RHIC -- BNL-65926 
Volume 9 - High Density Matter in AGS, SPS and RHIC Collisions - BNL-65762 
Volume 8 - Fermion Frontiers in Vector Lattice Gauge Theories - BNL-65634 
Volume 7 - RHIC Spin Physics - BNL-65615 
Volume 6 - Quarks and Gluons in the Nuclecin - BNL-65234 
Volume 5 - Color Superconductivity, Instantons and Parity @on?)-Conservation at High Baryon 

Volume 4 - Inauguration Ceremony, September 22 and Non -Equilibrium Many Body Dynamics - 

Volume 3 - Hadron Spin-Flip at RHIC Energies - BNL-64724 
Volume 2 - Perturbative QCD as a Probe of Hadron Structure - BNL-64723 
Volume 1 - Open Standards for Cascade Models for RHIC - BNL-64722 

Celebration - BNL-66299 

Density - BNL-65 105 

BNL-649 12 
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For information please contact: 

Ms. Pamela Esposito 
RIKEN BNL Research Center 
Building 5 1 OA 
Brookhaven National Laboratory 
Upton, NY 11973-5000 USA 

Phone: (63 1) 344-3097 

E-Mail: pesposit@bnl.gov 
Fax: (63 1) 344-4067 

Ms. Tammy Heinz 
RIKEN BNL Research Center 
Building 5 1 OA 
Brookhaven National Laboratory 
Upton, NY 11973-5000 USA 

(63 1) 344-5864 
(63 1) 344-2562 
theinz@bnl.gov 
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Large-Scale Computations in Nuclear 
Physics using the QCDOC 

September 26 - 28,2002 

Li Keran Nuclei as hleavy as bulls CopyrightOCCASTA 

Through collision 
Generate new states of matter. 

T. D. Lee 
Speakers: 

S. Bass P. Boyle S. Chandrasekharan M. Creutz 
J. Davenport D. Dean A. Krasnitz R. Mawhinney 
D. Molnar T. Otsuka S. Pratt N. Shimizu 
D. Swesty 
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